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Testing Reduced
Model vs Full Model
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y = X6+e_ X1,X2)

@2+e e ~ N(0,5°T) (FM)
nx(k+1—h)

where we are interested in the hypothesm Hy: 38, =0.

Under Hy : B2 = 0 the model becomes

y = X8 +e*, e~ N(0,0%) (RM)
U= E(y)

The problem is to test

Hy:peC(Xy) (RM) versus Hy:p ¢ C(Xq) (Fu” Ml)

—
under the maintained hypothesis that p € C(X) = C([X1,Xz]) (FM).
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Note that under RM, p € C(X;) C C(X) = C([X1,Xz3]). Therefore, if
RM is true, then FM must be true as well. So, if RM is true, then the
least squares estimates of the mean u: Po(x,)y and Pg(x)y are estimates
of the same thing.

This suggests that the difference between the two estimates

/N
/N~
Pox)y — Pox,)y = (Pox) — Pox,))y = \6 - \4 )
should be small under Hy : pp € C(Xy).

e Note that Pc(x) — Pe(x,) is the projection matrix onto C(X1)+t N
C(X), the orthogonal complement of C'(X;) with respect to C'(X),
and O(X;) @ [C(X1)t N C(X)] = C(X).

So, under Hy, (P¢(x) — Po(x,))y should be “small”. A measure of the
“smallness” of this vector is its squared length:

§§' l«-—k = N(Pox) — Pox)yl® =y (Pox) — Pox,))y-

Mo = E(m)'u

1
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Ely" (Pex) — Peox,))y) = 0% dim[C(X1)= N C(X)] + p” (Pox) = Pogx,) )4
= 0’h+ [(Pox) — Poxy)) T [(Pox) — Poxy))ul
=0’h+ (Pexypr — Poxym) ' (

Under Hy, p € C(X;) and p € C(X), so (IQCO(‘) FC(N)L“

Poxym — Pox 1)

(Poxyp = Poxp) = p—p=0.

[ |
Under Hq, M — M D

Pexyp=p, but Pox,)p# p.

Le., letting po denote p(u|C(Xy)),

2
. - [ o?h, under Hy;
Ely (PC(X) PC(Xl))Y] = {0’2h + || — 'u,0||2, under H;.

U= ths = (X faaB)~ tede = ><2/éz
Therefore, if 02 is known — ("( K\ _L KZ
Iy — yoll® _ |y — yoll*/R {%1, under Hy
o2h o2 > 1, under H;

is an appropriate test statistic for testing Hy.

Typically, 02 will not be known, so it must be estimated. The appropriate
estimator is s? = ||y — y||?/(n — k — 1), the mean squared error from FM,
the model which is valid under Hy and under H;. Our test statistic then
becomes

F— 1y — yoll? /h |y — yoll?/R ~ 1, under H
() Iy =3P/ k=1) > 1. under Hy.

1 Tr,
(= o
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h= WJ/L(Pc(x) - FC(K()>
Theorem: Suppose y ~ N (X3, c%I) where X is n x (k + 1) of full rank
where X8 = X181+ X282, and(Xy is nx b2 Let § = p(y|C(X)) = Pex)y,
Yo =p(y|C(X1)) = PC’(Xl)y7 and po = p(p|C(X1)) = Pox,)p- Then

(i) =y —yII°P =22y (I -Pex)y ~ x*(n—k —1);
(ii) gz”y Y0H2 (PC(X) Pc(xl))y ~X2(h, A1), where
M = 2—12|\(P0<X> T 7 L A
o 20
and

(ii) Z5|ly — ¥]|* and % ||y — yo||* are independent.

N — ~ z
ssit= 1§ -G Uz sse =iy

Theorem: Under the conditions of the previous theorem, Sg H / h)
Iy —5ol*/h _ ¥ (Pox) — Poxy) )Y/h

52 y'I=Pex))y/(n—k—1) g
N F(hyn—k— 1), under Hy; and S Aﬂ(f
F(h,n—k—1,\1), under Hy,

where A\ is as given in the previous theorem. &’§ = A h "“

\ CQQ\> \,Hg(X)
7 ;\ >—>
ij 33'(4\’“ —~§§\_/ﬁ

v, @ @T(xs

C(\c»l () 5
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Expression of F with SSE and SSR

It is worth noting that the numerator of this F' test can be obtained
as the difference in the SSE’s under FM and RM divided by the
difference in the dfE (degrees of freedom for error) for the two models.
This is so because the Pythagorean Theorem yields

Iy = ¥oll* = lly = Joll* = lly — ¥ = SSE(RM) — SSE(FM).

The difference in the dfE’sis (n —h—-k—-1)—(n—k —1) = h.
Therefore,
o [SSE(RM) — SSE(FM)]/[dfE(RM) — dfE(FM)]
B SSE(FM)/dfE(FM) '

In addition, because SSE = SST — SSR,
Iy — ¥ol* = SSE(RM) — SSE(FM)
= SST — SSR(RM) — [SST — SSR(FM)]
= SSR(FM) — SSR(RM) = SS(32|61)

which we denote as SS(32|31), and which is known as the “extra”
regression sum of squares due to 3y after accounting for 3.

10
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Overall Regression Test
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An important special case of the test of Hy : B2 = 0 that we have just
developed is when we partition 3 so that (37 contains just the intercept
and when 35 contains all of the regression coefficients. That is, if we write
the model as

y=X161+ X33 +e

11 12 - Tik 51
. 21 X22 X2k B2
Inl Tn2 o Tnk 6I€
N ~~ JH/_/
:X2 :/62

then our hypothesis Hy : 32 = 0 is equivalent to

Hy:081=02=---=0 =0,

The test of this hypothesis is called the overall regression test and
occurs as a special case of the test of 3, = 0 that we’ve developed. Under
H07

Yo = p(y|C(X1)) = p(y|L(n)) = Y n

and h = k, so the numerator of our F'-test statistic becomes

1 1
EYT(PC(X) —Pr;))y = E(YTPC(X)Y —y "Pris.Y)
1
= E{(PC(XW)TY ¥ "Pri) Priaoy)
——

1 .
= E(BTXTy —ng?) =SSR/k= MSR
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Thus, the test statistic of overall regression is given by

SSR/k MSR
F: =
SSE/(n—k—-1) MSE
F(k,n—k—1), under Hy: 1 =--- =0, =0
"1 Fkn—-k-1

; ﬁﬂgxgpc(jnw X532), otherwise.

The ANOVA table for this test is given below. This ANOVA table is
typically part of the output of regression software (e.g., PROC REG in
SAS).

Source of Sum of df Mean F
Variation Squares Squares
Regression SSR ) k % %—gg
=B X'y —ny?

Error SSE

=y (I-Peox))y
Total (Corr.) SST

SSE
n—k—1 prpiay

=y'y —ny’

C (Kc)
14/ ¥ £
L3 -) ) (T 00K )R ) (
" 5 5=
—— SSKR | — ¢S
\ S —]|

SS5Rrn = (Y =, )
§<;R @ /§§R
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I test in terms of R2:

The F test statistics we have just developed can be written in terms of R?,
the coefficient of determination. This relationship is given by the following
theorem.

Theorem: The F' statistic for testing Hy : B2 = 0 in the full rank model
y = X181 + X282 + e (top of p. 138) can be written in terms of R? as

o (B3 = B3 )/h
(= B/ — k= 1)°

where R%,, corresponds to the full model y = X181 +X282+e, and R%,,

corresponds to the reduced model y = X837 + e*. gg {d\
53 _ I5Re,, 33Rpm &7 _ET

Ss\ SST SST Q
gﬂ")
2 2 fam
= Rem =R pin o

I

Sst= 2 L
T = RFM

> 2
SSH Tl ’RM/\
= -

| — A
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Corollary: The F statistic for overall regression (for testing Hy : 1 =

Py = -+ = B = 0) in the full rank model, y; = Bo+ G121+ - -+ OrTir +e;,
i1 =1,...,n, e1,... zrzvd N(0,0?) can be written in terms of R?, the
coefficient of determlnatlon from this model as follows:
21k
F= 7/

(1-R?)/(n—k—1)

$S R/}L MsR

[

T T T vk) T MSE

|
_ Nk .< ¢-4/>
— K Ri ¢

Thes 1o o won-clares (’m&w&bﬂ/\
ok R, 7<K r%“"*’H(F > [ 5>
N o \/\.OJLOQ <0 ”C[/\[u[Q ohnd ¢l o&rF

L(S‘v\ 7 CCK)
— (Y1
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Generadl Test
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The hypothesis Hy : C3 =t is called the general linear hypothesis. Hex
Cis a ¢ X (k + 1) matrix of (known) coefficients with rank(C) = ¢. W
will consider the slightly simpler case H : C3 = 0 (i.e., t = 0) first.

Most of the questions that are typically asked about the coefficients of
linear model can be formulated as hypotheses that can be written in th
form Hy : C3 = 0, for some C. For example, the hypothesis Hy : B2 =
in the model

y =X181 + X282 +e, e~ N(0,0°1)
can be written as
A B\ _ 5 _
Ho-Cﬁ—(‘O,,Ih)<ﬁ2 = B2 =0.
hx(k+1—h)

The test of overall regression can be written as

Bo 6,
B
Hy: CB = (0 L) : = : |=o.
kx1 ﬂ ﬁk
k

Hypotheses encompassed by H.C3 = 0 are not limitted to ones in whic
certain regression coefficients are set equal to zero. Another example the

can be handled is the hypothesis Hy : f1 = 83 = - -+ = (. For exampl
suppose k = 4, then this hypothesis can be written as
Bo
01 -1 0 0 B b1 — B2
Hy:Cg=|(0 0 1 -1 0 Bo | =1 B2—pP3 | =0.
0 0 I -1 Bs B3 — B4
Ba

Ay [

/
C = 7

- >
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The test statistic for Hy : C3 = 0 is based on comparing CJ to its null
value 0, using a squared statistical distance (quadratic form) of the form

Q = {CB — Eo(CPB)} {varo(CB)} {CB — Eo(CPB)}
—0

= (CPB)" {varo(CB)} " (CH).

e Here, the 0 subscript is there to indicate that the expected value and
variance are computed under Hy.

Recall that B ~ Nyy1(8,02(XTX)~1). Therefore,

CB ~ N,(CgB, o’ C(X"X)~'Ch).

22
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Theorem: If y ~ N,(X03,0°L,) where X is n x (k + 1) of full rank and
Cisgx (k+1)of rank ¢ < k+ 1, then

(i) CB ~ Ny[CB,0>C(XTX)~'CT];
(ii) (CB)"IC(XTX)™'CT]7'CPB/0” ~ x*(¢,A), where
A= (CO)T[CXTX)tcT~tcB/(20%);

(iii) SSE/0? ~ x%(n — k — 1); and
(iv) (CB)T[C(XTX)~1CT]~1CB and SSE are independent.

O

—

Theorem: If y ~ N, (X3, 0°L,) where gis n X (k + 1) of full rank and
Cisqgx (k+1) of rank ¢ <k + 1, then ég(,ﬁ

(CA)T{C(X"X)"'C"}'Ch/q

b= SSE/(n — k — 1)
__ SSH/q
- SSE/(n—k —1)

F(g,n—k—1), if Hy : C3 = 0 is true;
F(g,n—Fk—1,)), if Hy:CpB =0 is false,

where ) is as in the previous theorem.

23
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The general linear hypothesis is a
test of nested models

27
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Theorem: The F' test for the general linear hypothesis Hy : C8 =0 is a
full-and-reduced-model test.

Under Hy, Xﬂ :<>< 'X) K’
y=XB+e and C=0 -
= C(X'X)"'X"XB)=0 ? = X U
= CXTX)'XTu=0 C 5
= T p=0 where T

That is, under Hy, p = X3 € C(X) =V andp L C(T)]or

pe[C(T)YF NCX) =V

where Vo = C(T)+ N C(X) is the orthogonal complement of C(T) with
respect to C'(X).

Thus, under Hy : C3 =0, p € Vy C V = C(X), and under H; :
CB#0, peV but up ¢ Vy. That is, these hypotheses correspond
to nested models. It just remains to establish that the F' test for
these nested models is the F' test for the general linear hypothesis

\/D(\'—‘ > \l/\
CCT L (X) Cl(ﬂ OO (M )
ol k?? K {\3 ‘2(

=

52 ={|[Feoo , ~(Boom e 1810
| \DcCﬂ ks [
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/

[= G

Thus the full vs. reduced model F' statistic becomes

e y'[Pox) — PVo ly/qa VX’) (Poxy — Pem)ly/a
~ SSE/(n—k-1) ~ ~—SSE/(n—k—1)
_ Y Po(r y/q
SSE/(n — k — 1)
where

v Pormy =y T(TTT) " 'T"y £

— yTW{C(XTX)_leX[XTX —1~T —1c(XTX —1xTy
=y ' XX'X)"'c'{exXIX) et om
i 5
= pref{cx’x)" '} 'cp o
e

o = coo \QL(T>

1
v@ — CCTB ; CCK}

P - f - EQ(T)
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Example

In an ettort to obtain maximum yield in a chemical reaction, the values ot the
following variables were chosen by the experimenter:

x1 = temperature (“C)

. ¢ /
X, = concentration of a reagent (%)

x3 = time of reaction (hours) \/

Two different response variables were observed:

Ag

y

y1 = percent of unchanged starting material
—~———
y2 = percent converted to the desired product
~—— TooUe— e >

TABLE 7.4 Chemical Reaction Data
N1 Y2 X1 X2 X3
41.5 45.9 162 23 3
33.8 53.3 162 23 8
27.7 57.5 162 30 5
21.7 58.8 162 30 8
19.9 60.6 172 25 5
15.0 58.0 172 25 8
12.2 58.6 172 30 5

4.3 524 172 30 8
19.3 56.9 167 27.5 6.5

6.4 55.4 177 27.5 6.5
37.6 46.9 157 27.5 6.5
18.0 573 167 325 6.5
26.3 55.0 167 22.5 6.5

9.9 58.9 167 27.5 9.5
25.0 50.3 167 27.5 3.5
14.1 61.1 177 20 6.5
15.2 62.9 177 20 6.5
15.9 60.0 160 34 7.5
19.6 60.6 160 34 7.5

32
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Example 8.4.1b. Consider the dependent variable y; in the chemical reaction
data in Table 7.4. For the model y; = By+ Bix1+ Boxa+ B3xz + &,
we test Hy : 23, = 23, = B3 using (8.27) in Theorem 8.4b. To express Hj in the
form Cf = 0, the matrix C becomes r (; < 9

(01 =1 0 [
C 6 ~\0 0 2 -1 (
and we obtain O - ( O/
&
cip (1214 — ~
P= (—.6118)’
CXX)1C ( .003366 —.006943)
~\ —.006943  .044974 2 4976

<—.1214>’( 1003366 —.006943)_1<—.1214>@
—.6118 ) \ —.006943 044974 — 6118
5.3449
[ — ( 2
= 2.6776, N (V\SD S

F =

28.62301/2
5.3449

which has p = .101.

b fotpitithm t 3 frr e
bot B, (et 3 Mt

&gég —€§Ef)/2
S §<L_(/(V\
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The case Hy : C3 =t where t # O:

Extension to this case is straightforward. The only requirement is that the
system of equations C3 = t be consistent, which is ensured by C having
full row rank gq.

Then the F test statistic for Hy : C8 =t is given by

F :@_@T[C(XTX)_ICT]_I(CB —t)/q N { F(g,n—k—1), under H
SSE/(n — k—1) F(g,n—k—1,)), otherwise,

where A = (C8 — t)T[C(XTX)~'CT]~1(CB — t)/(202).

38
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Some Specific Tests
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Tests on 3; and on al 3.

Tests of Hy : 3; = 0 or Hy : a3 = 0 occur as special cases of the tests
we have already considered. To test Hy : a’ 8 = 0, we use a’ in place of
C in our test of the general linear hypothesis C3 = 0. In this case ¢ = 1
and the test statistic becomes

(a"8)"[a"(X"X)'a]'a"3 _ (a”P)’
SSE/(n —k—1) ~ s2al(XTX)~1a
~ F(l,n—k—1) under Hy:alB=0.

F—

Note that since t?(v) = F(1,v), an equivalent test of Hy : al3 =0

is given by the t-test with test statistic /
V(4x) = AU0D-4

a’3
t= ~t(n—k—1) under Hy.
sy/aT(XTX)"la v

a= L[] lesd

The test statistic for this hypothesis simplifies from that given above to
yield

22
F = 63 ~ F(l,n—k—1) under Hy:3; =0, é/,_

5°9i;
where|g;; is the 4" diagonal element of (XTX)_l.)Equivalently, we could
use the ¢ Test statistic

t= .'.:  ~t(n—k—1) under Hy: 8; = 0. C/'

r

=
a3
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Confidence and Prediction Intervals
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Confidence Region for 3:

(5 /\/(’\Kﬁ 70"

(B-B)"X"X(B-B)/(k+1)

82

~Fk+1,n—k—1)

From this distributional result, we can make the probability statement,

(B-B)"X"X(B-p) _
Pr{ 2hTl) gFla(k—kl,nk'l)}loz.

Therefore, the set of all vectors 3 that satisfy
(B-B)XTX(B~B) < (k+1)s’Fioalk+1,n—k-1)

forms a 100(1 — )% confidence region for 3.

e Such a region is an ellipse, and is only easy to draw and make easy
interpretation of for k = 1 (e.g., simple linear regression).

e If one can’t plot the region and then plot a point to see whether its
in or out of the region (i.e., for £ > 1) then this region isn’t any more
informative than the test of Hy : 3 = Bp. To decide whether 3y is
in the region, we essentially have to perform the test!

e More useful are confidence intervals for the individual §;’s and for

linear comb7ations of the form a” 3.

| = >
~_x Ckt, k) .
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Confidence Interval for a’ 3:

A~ NP, o' (<) g T )

(2”8 —a’B)’
s?aT(XTX) 1a ~

F(l,n—k—-1)

which implies A
(a’'B-a'pB)
sy/aT(XTX)~1a

From this distributional result, we can make the probability statement,

~tn—k—1).

Stl_a/g(n—k—l) =1-a.

Ta _ AT
Pr{ tapn—k—1) < (a B-af
< — 2 sy/al(XTX) 1a
_tl—a/Q(n_k_l)

Rearranging this inequality so that a’'3 falls in the middle, we get

Pr{aTB —ti_q2(n —k — 1)3\/aT(XTX)—1a <alp

<alB+ ti—a/2(n —k — 1)3\/aT(XTX)—1a} =1-a.

Therefore, a 100(1 — )% CI for a’'3 is given by

a3+ t1_aja(n—k— 1)sy/aT(XTX) la.

tr g (n-kt/
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Confidence Interval for 3;:

A special case of this interval occurs when a = (0,...,0,1,0,...,0)T,

where the 1 is in the 7
and a?' (XTX) la

is then given by
— 10
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Confidence Interval fo

Let xo = (1, x01,To2,---,%ok)" denote a particular choice of the vector
of explanatory variables x = (1,z1,%2,...,2%)7 and let yy denote the
corresponding response.

We assume that the model y = X3 + e, e ~ N(0,02I) applies to (yo, Xo)
as well. This may be because (yg, X() were in the original sample to which
the model was fit (i.e., xJ is a row of X), or because we believe that

(9o, x0) will behave similarly to the data (y, X) in the sample. Then
Yo =%0B+eo, e~ N(0,0%)
where 3 and ¢? are the same parameters in the fitted model y = X3 + e.

Suppose we wish to find a CI for 4 — ?{n

E(yo)

This quantity is of the form a3 where a = x(, so the BLUE of E(yg) is
x¢'3 and a 100(1 — a)% CI for E(yp) is given by

xt B ti—a/2(n —k — 1)8\/XOT(XTX)—1XO. L/‘
;—_; e —

e This confidence interval holds for a particular value x} 3. Sometimes,
it is of interest to form simultaneous confidence intervals around each
and every point x{ 3 for all xq in the range of x. That is, we some-
times desire a simultaneous confidence band for the entire regression
line (or plane, for £ > 1). The confidence interval given above, if
plotted for each value of x(, does not give such a simultaneous band,;
instead it gives a “point-wise” band. For discussion of simultaneous
intervals see §8.6.7 of our text.

e The confidence interval given above is for E(yg), not for yq itself.
E(yo) is a parameter, yo is a random variable. Therefore, we can’t
estimate yq or form a confidence interval for it. However, we can pre-
dict its value, and an interval around that prediction that quantifies
the uncertainty associated with that prediction is called a prediction
interval.
47
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For an unobserved value yy with known explanatory vector xy assumed to
follow our linear model y = X3 + e, we predict yg by

yO—XOIB

To form a CI for the estimator XOTB of E(yy) we examine the variance of
the error of estimation:

var{E(yo) — xJ B8} = var(x{ B3).

In contrast, to form a PI for the predictor X%B of yp, we examine the
variance of the error of prediction:

i w 2cov(yo, x5 )
,ﬁ

/\\ = var(x) B + eg) + var(x} 3)

Y . ‘( ay var(eg) + var(x{ 3) o?xE(XTX)™!
QY w

It’s not hal d to show that

|
Yo 4s njr

Yo — Yo ~tn—k—1),
(9/1 + x3 (XTX)~1xq
therefore AN 7 -
Yo — Yo
Prq—ti_gponh—FkF—1)< <ti_arpm—kF—1) =1-0qa.
{ 1-a/2( ) T XTX) T /2( )}

Rearranging,

PY{?JO —t1-as2(n—k— 1)3\/1 + xF(XTX) x4 < yo

<Jo+ti—asp(n—Fk— 1)3\/1 + XOT(XTX)—lxo} =1-a.

Therefore, a 100(1 — )% prediction interval for yg is given by
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