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## Theory for Non-Full Rank Linear Models
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## Estimation and F-test in Non-full-rank Models

## The One-way Model:

Consider the balanced one-way layout model for $y_{i j}$ a response on the $j^{\text {th }}$ unit in the $i^{\text {th }}$ treatment group. Suppose that there are $a$ treatments and $n$ units in the $i^{\text {th }}$ treatment group. The cell-means model for this situation is

$$
y_{i j}=\mu_{i}+e_{i j}, \quad i=1, \ldots, a, j=1, \ldots, n
$$

where the $e_{i j}$ 's are i.i.d. $N\left(0, \sigma^{2}\right)$.
An alternative, but equivalent, linear model is the effects model for the one-way layout:

$$
y_{i j}=\mu+\alpha_{i}+e_{i j}, \quad i=1, \ldots, a, j=1, \ldots, n
$$

with the same assumptions on the errors.

The cell means model can be written in vector notation as


$$
\mathbf{y}=\mu_{1} \mathbf{x}_{1}+\mu_{2} \mathbf{x}_{2}+\cdots+\mu_{a} \mathbf{x}_{a}+\mathbf{e}, \quad \mathbf{e} \sim N\left(\mathbf{0}, \sigma^{2} \mathbf{I}\right)
$$

and the effects model can be written as

$$
\mathbf{y}=\mu \mathbf{j}_{N}+\alpha_{1} \mathbf{x}_{1}+\alpha_{2} \mathbf{x}_{2}+\cdots+\alpha_{a} \mathbf{x}_{a}+\mathbf{e}, \quad \mathbf{e} \sim N\left(\mathbf{0}, \sigma^{2} \mathbf{I}\right)
$$

where $\mathbf{x}_{i}$ is an indicator for treatment $i$, and $N=a n$ is the total sample size.

- That is, the effects model has the same model matrix as the cellmeans model, but with one extra column, a column of ones, in the first position.
- Notice that $\sum_{i} \mathbf{x}_{i}=\mathbf{j}_{N}$. Therefore, the columns of the model matrix for the effects model are linearly dependent.

Let $\mathbf{X}_{1}$ denote the model matrix in the cell-means model, $\mathbf{X}_{2}=\left(\mathbf{j}_{N}, \mathbf{X}_{1}\right)$ denote the model matrix in the effects model.

- Note that $C\left(\mathbf{X}_{1}\right)=C\left(\mathbf{X}_{2}\right)$.

In general, two linear models $\mathbf{y}=\mathbf{X}_{1} \boldsymbol{\beta}_{1}+\mathbf{e}_{1}, \mathbf{y}=\mathbf{X}_{2} \boldsymbol{\beta}_{2}+\mathbf{e}_{2}$ with the same assumptions on $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ are equivalent linear models if $C\left(\mathbf{X}_{1}\right)=C\left(\mathbf{X}_{2}\right)$.

$x_{i}=$ indi of ${ }^{\beta}$ groupi

$$
\begin{aligned}
& c\left(\left[j 6, x_{1}, x_{2}, x_{3}\right]\right)=c\left(\left[x_{1}, x_{2}, x_{3}\right]\right) \\
& u_{1}=u+\alpha_{1} \\
& u_{2}=u+\alpha_{2} \\
& u_{3}=u+\alpha_{3}
\end{aligned}
$$

Illustratim of Non-idenficationk

$$
u_{1}=10, u_{2}=(15), u_{3}=20
$$



However, subject to the constraint $\sum_{i} \alpha_{i}=0$, the parameters of the effects model have the following interpretations:
$\mu=$ grand mean response across all treatments
$\alpha_{i}=$ deviation from the grand mean placing $\mu_{i}$ (the $i^{\text {th }}$ treatment mean) up or down from the grand mean; i.e., the effect of the $i^{\text {th }}$ treatment.

Without the constraint, though, $\mu$ is not constrained to fall in the center of the $\mu_{i}$ 's. $\mu$ is in no sense the grand mean, it is just an arbitrary baseline value.

In addition, adding the constraint $\sum_{i} \alpha_{i}=0$ has essentially the effect of reparameterizing from the overparameterized (non-full rank) effects model to a just-parameterized (full rank) model that is equivalent (in the sense of having the same model space) as the cell means model.

To see this consider the one-way effects model with $a=3, n=2$. Then $\sum_{i=1}^{a} \alpha_{i}=0$ implies $\alpha_{1}+\alpha_{2}+\alpha_{3}=0$ or $\alpha_{3}=-\left(\alpha_{1}+\alpha_{2}\right)$. Subject to the constraint, the effects model is

$$
\mathbf{y}=\mu \mathbf{j}_{N}+\alpha_{1} \mathbf{x}_{1}+\alpha_{2} \mathbf{x}_{2}+\alpha_{3} \mathbf{x}_{3}+\mathbf{e}, \quad \text { where } \alpha_{3}=-\left(\alpha_{1}+\alpha_{2}\right)
$$

or

$$
\begin{aligned}
\mathbf{y} & =\mu \mathbf{j}_{N}+\alpha_{1} \mathbf{x}_{1}+\alpha_{2} \mathbf{x}_{2}+\left(-\alpha_{1}-\alpha_{2}\right) \mathbf{x}_{3}+\mathbf{e} \\
& =\mu \mathbf{j}_{N}+\alpha_{1}\left(\mathbf{x}_{1}-\mathbf{x}_{3}\right)+\alpha_{2}\left(\mathbf{x}_{2}-\mathbf{x}_{3}\right)+\mathbf{e} \\
& =\mu\left(\begin{array}{l}
1 \\
1 \\
1 \\
1 \\
1 \\
1
\end{array}\right)+\alpha_{1}\left(\begin{array}{c}
1 \\
1 \\
0 \\
0 \\
-1 \\
-1
\end{array}\right)+\alpha_{2}\left(\begin{array}{c}
0 \\
0 \\
1 \\
1 \\
-1 \\
-1
\end{array}\right)+\mathbf{e}
\end{aligned}
$$

which has the same model space as the cell-means model.
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$$
u+\left(\alpha_{1}-\alpha_{2}\right)
$$

G113

Another reparametrizutim

$$
\begin{aligned}
& y=u_{1} x_{1}+u_{2} x_{2}+u_{3} x_{3}+e \\
& =\left(u_{2}-u_{1}\right) x_{2}+\left(u_{3}-u_{\beta_{3}}-u_{1}\right) x_{3} \\
& +\bigcup_{\beta_{1} 1}^{\beta_{0}}\left(x_{1}+x_{2}+x_{3}\right)+e \\
& =\beta_{\uparrow}+\underset{\uparrow}{\beta_{2}} x_{2}+\frac{\beta_{3}}{\uparrow} x_{3}+e
\end{aligned}
$$

mean of Glll

$$
U_{2}-U_{1} \quad U_{3}-U_{1}
$$



Buseline model

Thus, when faced with a non-full rank model like the one-way effects model, we have three ways to proceed:
(1) Reparameterize to a full rank model.

- E.g., switch from the effects model to the cell-means model.
(2) Add constraints to the model parameters to remove the overparameterization.
- E.g., add a constraint such as $\sum_{i=1}^{a} \alpha_{i}=0$ to the one-way effects model.
- Such constraints are usually called side-conditions.

- Adding side conditions essentially accomplishes a reparameterization to a full rank model as in (1).
(3) Analyze the model as a non-full rank model, but limit estimation and inference to those functions of the (overparameterized) parameters that can be uniquely estimated.
- Such functions of the parameters are called estimable.
- It is only in this case that we are actually using an overparameterized model, for which some new theory is necessary. (In cases (1) and (2) we remove the overparameterization somehow.)


## Least Square Estimation of $\beta$

Even if $\mathbf{X}$ is not of full rank, the least-squares criterion is still a reasonable one for estimation, and it still leads to the normal equation:

$$
\mathbf{X}^{T} \mathbf{X} \hat{\boldsymbol{\beta}}=\mathbf{X}^{T} \mathbf{y} .
$$

Theorem: For $\mathbf{X}$ and $n \times p$ matrix of $\operatorname{rank} k<p \leq n,(\boldsymbol{\&})$ is a consistent system of equations.

$$
C\left(X^{\prime} X\right)=C\left(X^{\prime}\right)
$$

So ( $\boldsymbol{\rho}$ ) is consistent, and therefore has a non-unique (for $\mathbf{X}$ not of full rank) solution given

$$
\hat{\boldsymbol{\beta}}=\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{y},
$$

where $\left(\mathbf{X}^{T} \mathbf{X}\right)^{-}$is some (any) generalized inverse of $\mathbf{X}^{T} \mathbf{X}$.

GI in Least square with rank $<p$.
Qt $Q\left(R_{1}, R_{2}\right), R_{1}^{2}$ exists, $k<p$.
(nip) n×k $\frac{k_{1}}{k \times k} \frac{R_{1} \times(p-k)}{}$ wesssuce to first $k_{1}$ col. of $x$

$$
\begin{aligned}
& X^{\prime} \bar{X}=\left[\begin{array}{l}
R_{1}^{\prime} \\
R_{2}^{\prime}
\end{array}\right] \cdot Q^{\prime} Q_{\text {note }}^{\text {are LIIN }}\left(\mathbb{R}_{1}\right), R_{2}^{\prime} y=\left[\begin{array}{l}
R_{1}^{\prime} \\
\mathbb{R}_{2}
\end{array}\right] Q^{\prime} y \\
& X^{\prime} x \beta=X^{\prime} y \sum_{R}^{\Sigma_{R}}\left[x^{\prime} y \in \boldsymbol{c}\left(x^{\prime}\right)=\mathbf{c}\left(x^{\prime} x\right)\right] \\
& \Leftrightarrow\left[\begin{array}{ll}
R_{1}^{\prime} R_{1} & R_{1}^{\prime} R_{2} \\
R_{2}^{\prime} R_{1} & R_{2}^{\prime} R_{2}
\end{array}\right] \beta=\left[\begin{array}{l}
R_{1}^{\prime} \\
R_{2}^{\prime}
\end{array}\right] Q^{\prime} y \\
& \operatorname{let}\left(x^{\prime} x\right)^{-}=\left[\begin{array}{cc}
\left(R_{1}^{\prime} R_{1}\right)^{-1} & \underline{0} \\
0 & 0
\end{array}\right] \text { (on version) } \\
& \begin{aligned}
\hat{\beta} & =\left(x^{\prime} x\right)^{-} x^{\prime} y \\
& =\left[\begin{array}{ll}
\frac{\left(R_{1}^{\prime} R_{1}\right)^{-1}}{0} & 0 \\
0 & 0
\end{array}\right] \cdot\left[\begin{array}{l}
R_{1}^{\prime} \\
R_{2}^{\prime}
\end{array}\right] Q^{\prime} y
\end{aligned} \\
& =\left[\begin{array}{c}
\left(R_{1}^{\prime} R_{1}\right)_{k \times 1}^{-1} R_{1}^{\prime} Q^{\prime} y \\
0
\end{array}\right]=\left[\begin{array}{c}
R_{1}^{-1} Q^{\prime} y \\
0
\end{array}\right] \\
& \begin{aligned}
\hat{y}=x \hat{\beta}=Q\left[R_{1}, R_{2}\right] \cdot \hat{\beta} & =Q \cdot R_{1}\left(R_{1}^{\prime} R_{1}\right)^{-1} R_{1}^{\prime} Q^{\prime} y \\
& =Q \cdot Q^{\prime} y
\end{aligned}
\end{aligned}
$$

Th m:
$\widehat{\beta}=\frac{\left(x^{\prime} x\right)^{-} x^{\prime} y}{\left(x^{\prime} x\right) \beta=x^{\prime} y}$ is a solutimeto
Thun:
$\hat{y}=x\left(x^{\prime} x\right)^{-} x^{\prime} y$ is the projective
of $y$ onto $c(x)$. $\quad x \gamma \beta=x y$
RF: $\widehat{\beta}=\left(x^{\prime} x\right)-x^{\prime} y \quad \Leftrightarrow x^{\prime}(y-x \beta)=0$
is a solution to the normal
equation $x^{\prime} x \beta=x^{\prime} y\left[\begin{array}{l}y-x \hat{\beta} \leq x_{i} \\ \text { for all } i=1, \cdots+\end{array}\right]$

$$
\Rightarrow \quad \hat{y}=x \hat{\beta}=x \cdot\left(x^{\prime} x\right)^{-} x^{\prime} y \text { is }
$$

the prop unto $C(X) \operatorname{since} \wedge$ therypection is unique.
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Uniqueness of projectim
Theorem: $\hat{y}_{1}, \hat{y}_{2}$ are two preje-toms of $y$ onto $\cup$. Then $\widehat{y}_{1}=\widehat{y}_{2}$.

$$
\begin{aligned}
& \text { af: }(y, x\rangle-\left\langle\hat{y_{1}}, x\right\rangle \\
& \left\langle y-\hat{y}_{1}, x\right\rangle=\left\langle y-\hat{y}_{2}, x\right\rangle=0 . \\
& \forall \theta \in(V) \quad \text { 硄 } y \\
& \Rightarrow\left\langle\hat{y}_{1}, x\right\rangle=\left\langle\hat{y}_{2}, x\right\rangle \quad \forall x \in V, \\
& \Rightarrow\left\langle\widehat{\hat{y}_{1}-\tilde{y}_{2}}, \hat{y}_{1}-\hat{y}_{2}\right\rangle=0 \quad[\langle x+y, z\rangle \\
& =\langle x, z\rangle+\langle y, z]] \\
& \Rightarrow \frac{\left\|\hat{y}_{1}-\hat{y}_{2}\right\|^{2}}{n}=0 \\
& \Rightarrow \hat{y}_{1}-\hat{y}_{2}=0
\end{aligned}
$$

All the theorems based only on $\hat{y}$ rather than $\hat{\beta}$ are still valid for non-full-rank $X$, except that the number of columns should be modified to be rank ( $X$ )

## Distribution of $\hat{\beta}$ and $s^{2}$

Theorem: In the model $\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{e}, \mathrm{E}(\mathbf{e})=\mathbf{0}, \operatorname{var}(\mathbf{e})=\sigma^{2} \mathbf{I}$, and where $\mathbf{X}$ is $n \times p$ of rank $k \leq p \leq n$, we have the following properties of $s^{2}$ :
(i) (unbiasedness) $\mathrm{E}\left(s^{2}\right)=\sigma^{2}$.
(ii) (uniqueness) $s^{2}$ is invariant to the choice of $\hat{\boldsymbol{\beta}}$ (i.e., to the choice of generalized inverse $\left.\left(\mathbf{X}^{T} \mathbf{X}\right)^{-}\right)$.

$$
S^{2}=\frac{S S E}{n-R}=\frac{11 y-x^{\hat{\beta}} \|^{2}}{n-R}
$$

$$
\text { where } k=\operatorname{rank}(x)
$$

$$
\text { Distributions of } \hat{\boldsymbol{\beta}} \text { and } s^{2}: \quad y-x^{\beta}=
$$

In the normal-errors, not-necessarily full rank model $(*)$, the distribution of $\hat{\boldsymbol{\beta}}$ and $s^{2}$ can be obtained. These distributional results are essentially of $\boldsymbol{\beta}$ and $s^{2}$ can be obtained. These distributional results are essentially
the same as in the full rank case, except for the mean and variance of $\hat{\boldsymbol{\beta}}$ :

Theorem: In model (*),
(i) For any given choice of $\left(\mathbf{X}^{T} \mathbf{X}\right)^{-}$,

$$
\begin{aligned}
& \hat{\boldsymbol{\beta}} \sim N_{p}\left[\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{X} \boldsymbol{\beta}, \sigma^{2}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{X}\left\{\left(\mathbf{X}^{T} \mathbf{X}\right)^{-}\right\}^{T}\right], \\
& k) s^{2} / \sigma^{2} \sim \chi^{2}(n-k), \text { and } \frac{S S E}{\sigma^{2}} \sim \chi_{n-R}^{2}
\end{aligned}
$$

(ii) $(n-k) s^{2} / \sigma^{2} \sim \chi^{2}(n-k)$, and

(iii) For any given choice of $\left(\mathbf{X}^{T} \mathbf{X}\right)^{-}, \hat{\boldsymbol{\beta}}$ and $s^{2}$ are independent.

Thu: Suppose $y \sim N_{n}\left(X \beta, \sigma^{2} I_{n}\right)$ whore $X$.
is a matrix with rank $k+1$, and $X=\left[x_{1}, x_{2}\right]$.
where $\operatorname{rank}\left(x_{2}\right)=h . \quad \hat{y}_{0}=P_{c\left(x_{1}\right)} y$,

$$
\hat{y}=P_{c(x)} y . \quad u_{0}=P_{c\left(x_{1}\right)}(x \beta) \text {, then, }
$$

(i) $\frac{1}{\sigma^{2}}\|\mathbf{y}-\hat{\mathbf{y}}\|^{2}=\frac{1}{\sigma^{2}} \mathbf{y}^{T}\left(\mathbf{I}-\mathbf{P}_{C(\mathbf{X})}\right) \mathbf{y} \sim \chi^{2}(n-k-1)$;
(ii) $\frac{1}{\sigma^{2}}\left\|\hat{\mathbf{y}}-\hat{\mathbf{y}}_{0}\right\|^{2}=\frac{1}{\sigma^{2}} \mathbf{y}^{T}\left(\mathbf{P}_{C(\mathbf{X})}-\mathbf{P}_{C\left(\mathbf{X}_{1}\right)}\right) \mathbf{y} \sim \chi^{2}\left(h, \lambda_{1}\right)$, where

$$
\lambda_{1}=\frac{1}{2 \sigma^{2}}\left\|\left(\mathbf{P}_{C(\mathbf{X})}-\mathbf{P}_{C\left(\mathbf{X}_{1}\right)}\right) \boldsymbol{\mu}\right\|^{2}=\frac{1}{2 \sigma^{2}}\left\|\boldsymbol{\mu}-\boldsymbol{\mu}_{0}\right\|^{2}
$$

and
(iii) $\frac{1}{\sigma^{2}}\|\mathbf{y}-\hat{\mathbf{y}}\|^{2}$ and $\frac{1}{\sigma^{2}}\left\|\hat{\mathbf{y}}-\hat{\mathbf{y}}_{0}\right\|^{2}$ are independent.

Theorem: Under the conditions of the previous theorem,

$$
\begin{aligned}
F & =\frac{\left\|\hat{\mathbf{y}}-\hat{\mathbf{y}}_{0}\right\|^{2} / h}{s^{2}}=\frac{\mathbf{y}^{T}\left(\mathbf{P}_{C(\mathbf{X})}-\mathbf{P}_{C\left(\mathbf{X}_{1}\right)}\right) \mathbf{y} / h}{\mathbf{y}^{T}\left(\mathbf{I}-\mathbf{P}_{C(\mathbf{X})}\right) \mathbf{y} /(n-k-1)} \\
& \sim \begin{cases}F(h, n-k-1), & \text { under } H_{0} ; \text { and } \\
F\left(h, n-k-1, \lambda_{1}\right), & \text { under } H_{1},\end{cases}
\end{aligned}
$$

where $\lambda_{1}$ is as given in the previous theorem.


Exaple: (one-way ANOUA)
An exaple of data

$$
\begin{aligned}
& j_{n} \in L\left(x_{1}, x_{2}, x_{3}\right)
\end{aligned}
$$

$x_{i}=1(g=i)$, indicacor of Eroup 1

$$
\begin{aligned}
& H_{0}: \quad y_{i j}=u+\varepsilon_{i j} \\
& H_{1}: \quad y_{i j}=u_{i}+\varepsilon_{i}=u+\alpha_{i}+\varepsilon_{i}
\end{aligned}
$$

In matrix.
$H_{0}$ :

$$
y=j_{n} \cdot u+\varepsilon, \quad j_{n}=(1,1, \ldots, 1)^{\prime}
$$

(t 1 :

$$
\begin{aligned}
: y & =\left[x_{1}, x_{2}, x_{3}\right] \cdot\left(\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right)+\varepsilon \\
& =\left[j 6, x_{1}, x_{2}, x_{3}\right]\left(\begin{array}{l}
u \\
\alpha_{1} \\
\alpha_{3}^{2}
\end{array}\right)+\varepsilon
\end{aligned}
$$

projectins:
Unek $H_{0}: \operatorname{linj}^{-}\left(y\left(j_{x}\right) \equiv P_{0} y\right.$
under $H_{1}: \quad \operatorname{lraj}\left(y \mid L\left(x, x x_{2}, x_{3}\right)\right)$

$$
\begin{gathered}
\equiv P_{1} y \\
L\left(j_{n}\right) \subseteq L\left(x_{1}, x_{2}, x_{3}\right)
\end{gathered}
$$

Sime $j_{n}=x_{1}+x_{2}+x_{3}$
Thut is, $1_{0}$ is a reduced model of $\mathrm{H}_{1}$.

$$
\begin{aligned}
& \hat{y_{0}}=p_{0} y=\left(\bar{y}_{0}, \bar{y}_{n}, \cdots \cdots, \bar{y}_{n}\right)^{\prime} \\
& \hat{y}_{1}=p_{1} y=\left(\bar{y}_{1}, \bar{y}_{11}, \bar{y}_{2 v}, \bar{y}_{s_{3}}, \bar{y}_{30}, \bar{y}_{3}\right) \leftarrow \\
& =\bar{y}_{1 \cdot} \cdot x_{1}+\bar{y}_{2} \cdot \cdot x_{2}+\bar{y}_{3} \cdot x_{3} \\
& \text { urthogonal }
\end{aligned}
$$

Sone $S S$ based on $\hat{y}_{0} \& \hat{y}_{1}$ :

$$
\begin{aligned}
& S S E_{0}=\left\|y-\hat{y}_{0}\right\|^{2}=\sum_{i, i}\left(y_{i j}-\bar{y}_{i}\right)^{2} \\
& \text { (SST) } \\
& =\|y\|^{2}-\left\|\hat{y}_{0}\right\|^{2} \\
& =\frac{\sum_{i, j} y_{i j}^{2}-n \cdot \bar{y}_{0}^{2}}{=s_{y}^{2}} y \text { sample vance of } y
\end{aligned}
$$

(SSW)

$$
\begin{aligned}
& { }^{(S S W)} \text { SSE }=11 y-\hat{y}_{1} 1^{2} \\
& =\sum_{i} \sum_{j}\left(y_{i j}-\bar{y}_{i}\right)^{2} s s w_{i} \text { thin } \\
& =\|y\|^{2}-\left\|\hat{y}_{1}\right\|^{2} \\
& \begin{array}{l}
=\sum_{i, j} y_{i j}^{2}-\sum_{i} n_{i} \bar{y}_{i \cdot}^{2} \ll \frac{y_{i \cdot}^{2}}{n_{i}} \\
=S S E_{0}-S S E_{1} .
\end{array} \\
& \text { SSH = SSE }- \text { SSE } 1 . \\
& \frac{y}{k^{n}} \\
& =\left\|\hat{y}_{0}-\hat{y}_{1}\right\|^{2} \\
& =\left\|\hat{y}_{1}\right\|^{2}-\left\|\hat{y}_{0}\right\|^{2}=\sum_{i} n_{i} \hat{y}_{i_{0}}^{2}-n \underline{y}_{.}^{2}
\end{aligned}
$$

$$
F=\frac{S S H / 2}{\text { SSE } /(n-3)}
$$

Under i fo:

$$
F \sim F_{2, n-3}
$$

$\operatorname{rank}(X)$
$H_{0}: y_{i j}=u+\varepsilon_{i j}$
$t_{1}: y_{i j}=u+\alpha_{i}+\varepsilon_{i j}, \quad 3$

$$
a=3 \quad h=3-1=2
$$

# Estimation and Testing of Estimable Parameters in Non-full Rank Models 

Definition
Estimability: Let $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{p}\right)^{T}$ be a vector of constants. The parameter $\boldsymbol{\lambda}^{T} \boldsymbol{\beta}=\sum_{j} \lambda_{j} \beta_{j}$ is said to be estimable if there exists a vector a
in $\mathcal{R}^{n}$ such that in $\mathcal{R}^{n}$ such that

$$
\mathrm{E}\left(\mathbf{a}^{T} \mathbf{y}\right)=\boldsymbol{\lambda}^{T} \boldsymbol{\beta}, \quad \text { for all } \boldsymbol{\beta} \in \mathcal{R}^{p} .
$$

Since $(\dagger)$ is equivalent to $\mathbf{a}^{T} \mathbf{X} \boldsymbol{\beta}=\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$ for all $\boldsymbol{\beta}$, it follows that $\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$ is estimable if and only if there exists a such that $\mathbf{X}^{T} \mathbf{a}=\boldsymbol{\lambda}$ (i.e., if $\boldsymbol{\lambda}$ lies in
the row space of $\mathbf{X}$ ). the row space of $\mathbf{X}$ ).

$$
\lambda^{\prime}=a^{\prime} x
$$

That is $\forall a \in \mathbb{R}^{n}, a^{\prime} \times \beta$ is estimable
because $\left.\widehat{a^{\prime} \times \beta}=a^{\prime} \hat{y}=a^{\prime}(x(x) x) x y\right)$

$$
\begin{aligned}
& E(\hat{y})=X \cdot\left(x^{\prime} x\right) x^{\prime} \cdot x \beta=x \beta \\
& E\left(a^{\prime} \hat{y}\right)=a^{\prime} x \beta
\end{aligned}
$$

Note that $\frac{x \cdot\left(x^{\prime} x\right)^{-} x^{\prime} x}{P}=x$

$$
P_{c(x)} \cdot x=x
$$

However,
This doesn't mean that

$$
\left(x^{\prime} x\right)-x^{\prime} x=I_{p}
$$

Theorem 12.2b. In the model $\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\varepsilon}$, where $E(\mathbf{y})=\mathbf{X} \boldsymbol{\beta}$ and $\mathbf{X}$ is $n \times p$ of rank $k<\beta \leq n$, the linear function $\boldsymbol{\lambda}^{\prime} \boldsymbol{\beta}$ is estimable if and only if any one of the following equivalent conditions holds:
(i) $\boldsymbol{\lambda}^{\prime}$ is a linear combination of the rows of $\mathbf{X}$; that is, there exists a vector a such that

$$
\begin{equation*}
\lambda \in C\left(x^{\prime}\right) \quad a^{\prime} X=\lambda^{\prime} \tag{12.15}
\end{equation*}
$$

(ii) $\boldsymbol{\lambda}^{\prime}$ is a linear combination of the rows of $\mathbf{X}^{\prime} \mathbf{X}$ or $\boldsymbol{\lambda}$ is a linear combination of the columns of $\mathbf{X}^{\prime} \mathbf{X}$, that is, there exists a vector $\mathbf{r}$ such that

$$
\begin{equation*}
\lambda \in C\left(X^{\prime} X\right) \quad \mathbf{r}^{\prime} \mathbf{X}^{\prime} \mathbf{X}=\boldsymbol{\lambda}^{\prime} \quad \text { or } \quad \mathbf{X}^{\prime} \mathbf{X} \mathbf{r}=\boldsymbol{\lambda} \tag{12.16}
\end{equation*}
$$

(iii) $\boldsymbol{\lambda}$ or $\boldsymbol{\lambda}^{\prime}$ is such that

$$
\begin{aligned}
& \mathbf{X}^{\prime} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-} \boldsymbol{\lambda}=\boldsymbol{\lambda} \quad \text { or } \quad \boldsymbol{\lambda}^{\prime}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{X}=\boldsymbol{\lambda}^{\prime}, \\
& A A^{\prime} \mathcal{C}=C
\end{aligned}
$$

where $\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-}$is any (symmetric) generalized inverse of $\mathbf{X}^{\prime} \mathbf{X}$.

## Remarks:

An easy way to check whether $\lambda \in C\left(X^{\prime} X\right)$ on computer is let $A=X^{\prime} X$ and $c=\lambda$ in the following theorem:

Theorem 2.7 The system of equations $\mathbf{A x}=\mathbf{c}$ has at least one solution vector $\mathbf{x}$ if and only if $\operatorname{Tank}(\mathbf{A})=\operatorname{rank}(\mathbf{A}, \mathbf{c})$.

Given a $\lambda$, one can also use condition (iii) to check whether $\lambda \in C\left(X^{\prime} X\right)$
Theorem 2.8f. The system of equations $\mathbf{A x}=\mathbf{c}$ has a solution if and only if for any generalized inverse $\mathbf{A}^{-}$of $\mathbf{A}$

Theorem: In the model $\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{e}$, where $\mathrm{E}(\mathbf{y})=\mathbf{X} \boldsymbol{\beta}$ and $\mathbf{X}$ is $n \times p$ of rank $k<p \leq n$, any estimable function $\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$ can be obtained by taking
a linear combination of the elements of $\mathbf{X} \boldsymbol{\beta}$ or of the elements of $\mathbf{X}^{T} \mathbf{X} \boldsymbol{\beta}$.
$\lambda^{\prime} \beta=a^{\prime} \underline{x}$, for some $a \in\left(R^{(a)}\right.$
$\lambda^{\prime} \beta=r^{\prime} \underline{x^{\prime} x \beta}$ for some $r \in \mathbb{R}^{巴}$

Example:
$\left(X^{\prime} X\right)^{-1}$ exists, ie, $X$ is full-rank

$$
\begin{aligned}
c\left(X^{\prime} X\right) & =c\left(X^{\prime}\right) \\
& =1 R^{p}
\end{aligned}
$$

$\forall \lambda \in\left(\mathbb{R}^{p}, \lambda^{\prime} \beta\right.$ is estimithle

Consider again the effects version of the (balanced) one way layout model:

$$
y_{i j}=\mu+\alpha_{i}+e_{i j}, \quad i=1, \ldots, a, j=1, \ldots, n
$$

Suppose that $a=3$ and $n=2$. Then, in matrix notation, this model is

$$
\left(\begin{array}{l}
y_{11} \\
y_{12} \\
y_{21} \\
y_{22} \\
y_{31} \\
y_{32}
\end{array}\right)=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\mu \\
\alpha_{1} \\
\alpha_{2} \\
\alpha_{3}
\end{array}\right)+\mathbf{e}
$$



So, any linear combination $\mathbf{a}^{T} \mathbf{X} \boldsymbol{\beta}$ for some $\mathbf{a}$ is estimable.


$$
\begin{aligned}
X^{\prime} X & =\left(\begin{array}{l}
j_{6}^{\prime} \\
x_{1} \\
x_{2}^{2} \\
x_{3}^{\prime}
\end{array}\right) \cdot\left(j \dot{j}, x_{1}, x_{2}, x_{3}\right) \\
& =\left(\begin{array}{llll}
6 & 2 & 2 & 2 \\
2 & 2 & 0 & 0 \\
2 & 0 & 2 & 0 \\
2 & 0 & 0 & 2
\end{array}\right)=2 \cdot\left(\begin{array}{llll}
3 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right)
\end{aligned}
$$

Estimible 1 :

|  | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{4}$ | $\lambda_{1}-\lambda_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 1 | 1 | 3 | 0 |
| 1 | 0 | 0 | 1 | 1 |  |
| $\lambda^{T} \beta$ | $u+\alpha_{1}$ | $u+\alpha_{2}$ | $u+\alpha_{3}$ | $\Sigma\left(u+\alpha_{i}\right)$ | $\alpha_{1}-\alpha_{2}$ |
| 0 | $\cdots$ | 0 | 1 | -1 |  |
|  | 0 | 1 | 1 | 0 |  |

$$
\lambda_{1}=\left(\begin{array}{l}
\uparrow_{1}^{u} \\
0 \\
0 \\
0
\end{array}\right) \quad \lambda_{2}=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right) \& \quad C\left(X^{\alpha} X\right)
$$

Example

$$
\begin{aligned}
y & =\beta_{1} x_{1}+\beta_{2} x_{1}+e \simeq\left(\beta_{1}+\beta_{2}\right) x_{1}+e \\
& =\left(x_{1}, x_{1}\right)\binom{\beta_{1}}{\beta_{2}}+e \\
\lambda^{\prime}\binom{\beta_{1}}{\beta_{2}} & =\left(r_{1}, r_{2}\right)\binom{x_{1}^{\prime}}{x_{1}^{\prime}}\left(x_{1}, x_{1}\right)\binom{\beta_{1}}{\beta_{2}} \\
& =\left(r_{1}, r_{2}\right) \cdot\left(\begin{array}{l}
x_{1}^{\prime} x_{1} x_{1}^{\prime} x_{1} \\
x_{1}^{\prime} x_{1} \\
x_{1}^{\prime} x_{1}
\end{array}\right) \cdot\binom{\beta_{1}}{\beta_{2}} \\
& =x_{1}^{\prime} x_{1} \cdot\left(r_{1}, r_{2}\right)\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) \cdot\binom{\beta_{1}}{\beta_{2}} \\
& =x_{1}^{\prime} \cdot x_{1} \cdot\left(r_{1}, r_{2}\right) \cdot\binom{\beta_{1}+\beta_{2}}{\beta_{1}+\beta_{2}} \\
& =x_{1}^{\prime} \cdot x_{1} \cdot\left(r_{1}+r_{2}\right) \cdot\left(\beta_{1}+\beta_{2}\right)
\end{aligned}
$$

That is, any functim of $\beta_{1}+\beta_{2}$ is estimette!
$\beta_{1} \& \beta_{2}$ individunly mon-estindtl.

| $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 1 | 0 |
| $\lambda^{\prime} \beta$ | $\beta_{1}+\beta_{2}$ | $\beta_{1}$ | $\beta_{2}$ |

## Definition

A set of functions $\boldsymbol{\lambda}_{1}^{\prime} \boldsymbol{\beta}, \boldsymbol{\lambda}_{2}^{\prime} \boldsymbol{\beta}, \ldots, \boldsymbol{\lambda}_{m}^{\prime} \boldsymbol{\beta}$ is said to be linearly independent if the coefficient vectors $\boldsymbol{\lambda}_{1}, \boldsymbol{\lambda}_{2}, \ldots, \boldsymbol{\lambda}_{m}$ are linearly independent [see (2.40)]. The number of linearly independent estimable functions is given in the next theorem.

Theorem 12.2c. In the non-full-rank model $\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\varepsilon}$, the number of linearly independent estimable functions of $\boldsymbol{\beta}$ is the rank of $\mathbf{X}$.

Theorem: Let $\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$ be an estimable function of $\boldsymbol{\beta}$ in the model $\mathbf{y}=$ $\mathbf{X} \boldsymbol{\beta}+\mathbf{e}$, where $\mathrm{E}(\mathbf{y})=\mathbf{X} \boldsymbol{\beta}$ and $\mathbf{X}$ is $n \times p$ of rank $k<p \leq n$. Let $\hat{\boldsymbol{\beta}}$ be any solution of the normal equation $\mathbf{X}^{T} \mathbf{X} \hat{\boldsymbol{\beta}}=\mathbf{X}^{T} \mathbf{y}$. Then the estimator $\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}$ has the following properties:
(i) (unbiasedness) $\mathrm{E}\left(\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}\right)=\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$; and
(ii) (uniqueness) $\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}$ is invariant to the choice of $\hat{\boldsymbol{\beta}}$ (to the choice of generalized inverse $\left(\mathbf{X}^{T} \mathbf{X}\right)^{-}$in the formula $\hat{\boldsymbol{\beta}}=\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{y}$.

Proof: Part (i):

$$
\mathrm{E}\left(\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}\right)=\boldsymbol{\lambda}^{T} \mathrm{E}(\hat{\boldsymbol{\beta}})=\boldsymbol{\lambda}^{T}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{X} \boldsymbol{\beta}=\boldsymbol{\lambda}^{T} \boldsymbol{\beta}
$$



Part (ii): Because $\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$ is estimable, $\boldsymbol{\lambda}=\mathbf{X}^{T}$ a for some $\mathbf{a}$. Therefore,

$$
\begin{aligned}
& \boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}=\mathbf{a}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{y}=\mathbf{a}^{T} \mathbf{P}_{C(\mathbf{X})} \mathbf{y} \\
& \lambda^{\prime}\left(X^{\prime} X\right)^{-} X^{\prime} X
\end{aligned}
$$

$$
=a^{\prime} \underbrace{x\left(x^{\prime} x\right)^{-1} x^{\prime} x}_{=x, 3}
$$

$$
=a^{\prime} x=\lambda^{\prime} \beta
$$

$$
\text { Not: } \lambda^{\prime} \hat{\beta}^{\prime}=a^{\prime} x \cdot\left(x^{\prime} x\right)^{-x^{\prime}}{ }^{\prime}
$$

$$
\begin{aligned}
& =a^{\prime} P_{C(x)} y \\
& =a^{\prime} \hat{y}
\end{aligned}
$$

 $\operatorname{var}(\mathbf{e})=\operatorname{var}(\mathbf{y})=\sigma^{2} \mathbf{I}$, the variance of $\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}$ is unique, and is given by

$$
\operatorname{var}\left(\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}\right)=\sigma^{2} \boldsymbol{\lambda}^{T}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \boldsymbol{\lambda}
$$

where $\left(\mathbf{X}^{T} \mathbf{X}\right)^{-}$is any generalized inverse of $\mathbf{X}^{T} \mathbf{X}$.
Proof:


Theorem: Let $\boldsymbol{\lambda}_{1}^{T} \boldsymbol{\beta}$ and $\boldsymbol{\lambda}_{2}^{T} \boldsymbol{\beta}$ be two estimable function in the model considered in the previous theorem (the spherical errors, non-full-rank linear model). Then the covariance of the least-squares estimators of these quantities is

$$
\operatorname{cov}\left(\boldsymbol{\lambda}_{1}^{T} \hat{\boldsymbol{\beta}}, \boldsymbol{\lambda}_{2}^{T} \hat{\boldsymbol{\beta}}\right)=\sigma^{2} \boldsymbol{\lambda}_{1}^{T}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \boldsymbol{\lambda}_{2} .
$$



$$
\begin{aligned}
& \operatorname{cov}\left(a^{\prime} \hat{\beta}, b^{\prime} \hat{\beta}\right) \\
& =a^{\prime} \operatorname{cov}(\hat{\beta}) \cdot b
\end{aligned}
$$

Theorem: (Gauss-Markov in the non-full rank case) Ir $\left.\lambda^{T} \boldsymbol{\beta}\right) ;$ estimptio in the spherical errors non-full rank linear model $\mathbf{y}=\mathbf{X} \mathbf{e} \mathbf{e}$, then $\lambda^{T} \hat{\boldsymbol{\beta}}$ is its BLUS.
Proof: Since $\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$ is estimable, $\boldsymbol{\lambda}=\mathbf{X}^{T}$ a for some a. $\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}=\mathbf{a}^{T} \mathbf{X} \hat{\boldsymbol{\beta}}$ is a linear estimator because it is of the form

$$
\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}=\mathbf{a}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{y}=\mathbf{a}^{T} \mathbf{P}_{C(\mathbf{X})} \mathbf{y}=\mathbf{c}^{T} \mathbf{y}
$$

where $\mathbf{c}=\mathbf{P}_{C(\mathbf{X})}$ a. We have already seen that $\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}$ is unbiased. Consider any other linear estimator $\mathbf{d}^{T} \mathbf{y}$ of $\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$. For $\mathbf{d}^{T} \mathbf{y}$ to be unbiased, the mean of $\mathbf{d}^{T} \mathbf{y}$, which is $\mathrm{E}\left(\mathbf{d}^{T} \mathbf{y}\right)=\mathbf{d}^{T} \mathbf{X} \boldsymbol{\beta}$, must satisfy $\mathrm{E}\left(\mathbf{d}^{T} \mathbf{y}\right)=\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$, for all $\boldsymbol{\beta}$, or equivalently, it must satisfy $\mathbf{d}^{T} \mathbf{X} \boldsymbol{\beta}=\boldsymbol{\lambda}^{T} \boldsymbol{\beta}$, for all $\boldsymbol{\beta}$, which implies

$$
\mathbf{d}^{T} \mathbf{X}=\boldsymbol{\lambda}^{T}
$$

The covariance between $\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}$ and $\mathbf{d}^{T} \mathbf{y}$ is

$$
\begin{aligned}
\operatorname{cov}\left(\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}, \mathbf{d}^{T} \mathbf{y}\right) & =\operatorname{cov}\left(\mathbf{c}^{T} \mathbf{y}, \mathbf{d}^{T} \mathbf{y}\right)=\sigma^{2} \mathbf{c}^{T} \mathbf{d} \\
& =\sigma^{2} \boldsymbol{\lambda}^{T}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \mathbf{X}^{T} \mathbf{d}=\sigma^{2} \boldsymbol{\lambda}^{T}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \boldsymbol{\lambda} .
\end{aligned}
$$

Now

$$
\begin{aligned}
0 & \leq \operatorname{var}\left(\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}-\mathbf{d}^{T} \mathbf{y}\right)=\operatorname{var}\left(\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}\right)+\operatorname{var}\left(\mathbf{d}^{T} \mathbf{y}\right)-2 \operatorname{cov}\left(\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}, \mathbf{d}^{T} \mathbf{y}\right) \\
& =\sigma^{2} \boldsymbol{\lambda}^{T}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \boldsymbol{\lambda}+\operatorname{var}\left(\mathbf{d}^{T} \mathbf{y}\right)-2 \sigma^{2} \boldsymbol{\lambda}^{T}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \boldsymbol{\lambda} \\
& =\operatorname{var}\left(\mathbf{d}^{T} \mathbf{y}\right)-\underbrace{\sigma^{2} \boldsymbol{\lambda}^{T}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-} \boldsymbol{\lambda}}_{=\operatorname{var}\left(\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}\right)}
\end{aligned}
$$

Therefore,

$$
\operatorname{var}\left(\mathbf{d}^{T} \mathbf{y}\right) \geq \operatorname{var}\left(\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}\right)
$$

with equality holding iff $\mathbf{d}^{T} \mathbf{y}=\boldsymbol{\lambda}^{T} \hat{\boldsymbol{\beta}}$. I.e., an arbitrary linear unbiased estimator $\mathbf{d}^{T} \mathbf{y}$ has variance $\geq$ to that of the least squares estimator with equality iff the arbitrary estimator is the least squares estimator.

Definition
A hypothesis such as $H_{0}: \beta_{1}=\beta_{2}=\cdots=\beta_{q}$ is said to be testable if there exists a set of linearly independent estimable functions $\boldsymbol{\lambda}_{1}^{\prime} \boldsymbol{\beta}, \boldsymbol{\lambda}_{2}^{\prime} \boldsymbol{\beta}, \ldots, \boldsymbol{\lambda}_{t}^{\prime} \boldsymbol{\beta}$ such that $H_{0}$ is true if and only if $\boldsymbol{\lambda}_{1}^{\prime} \boldsymbol{\beta}=\boldsymbol{\lambda}_{2}^{\prime} \boldsymbol{\beta}=\cdots=\boldsymbol{\lambda}_{t}^{\prime} \boldsymbol{\beta}=0$.

Theorem 12.7b. If $\mathbf{y}$ is $N_{n}\left(\mathbf{X} \boldsymbol{\beta}, \sigma^{2} \mathbf{I}\right)$, where $\mathbf{X}$ is $n \times p$ of $\operatorname{rank} k<p \leq n$, if $\mathbf{C}$ is $m \times p$ of rank $m \leq k$ such that $C \boldsymbol{\beta}$ is a set of $m$ linearly independent estimable functions, and if $\hat{\boldsymbol{\beta}}=\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{y}$, then
(i) $\mathbf{C}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-} \mathbf{C}^{\prime}$ is nonsingular.
(ii) $\mathbf{C} \hat{\boldsymbol{\beta}}$ is $N_{m}\left[\mathbf{C} \boldsymbol{\beta}, \sigma^{2} \mathbf{C}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-} \mathbf{C}^{\prime}\right]$.
(iii) $\mathrm{SSH} / \sigma^{2}=(\mathbf{C} \hat{\boldsymbol{\beta}})^{\prime}\left[\mathbf{C}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-} \mathbf{C}^{\prime}\right]^{-1} \mathbf{C} \hat{\boldsymbol{\beta}} / \sigma^{2} \quad$ is $\quad \chi^{2}(m, \lambda)$, where $\quad \lambda=(\mathbf{C} \boldsymbol{\beta})^{\prime}$ $\left[\mathbf{C}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-} \mathbf{C}^{\prime}\right]^{-1} \mathbf{C} \boldsymbol{\beta} / 2 \sigma^{2}$.
(iv) $\operatorname{SSE} / \sigma^{2}=\mathbf{y}^{\prime}\left[\mathbf{I}-\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-} \mathbf{X}^{\prime}\right] \mathbf{y} / \sigma^{2}$ is $\chi^{2}(n-k)$.
(v) SSH and SSE are independent.


## Re-parametrization for Non-full-rank Models

The idea in reparameterization is to transform from the vector of nonestimable parameters $\boldsymbol{\beta}$ in the model $\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{e}$ where $\mathbf{X}$ is $n \times p$ with rank $k<p \leq n$, to a vector of linearly independent estimable functions of $\boldsymbol{\beta}$ :

$$
\left(\begin{array}{c}
\mathbf{u}_{1}^{T} \boldsymbol{\beta} \\
\mathbf{u}_{2}^{T} \boldsymbol{\beta} \\
\vdots \\
\mathbf{u}_{k}^{T} \boldsymbol{\beta}
\end{array}\right)=\mathbf{U} \boldsymbol{\beta} \equiv \boldsymbol{\gamma}
$$

Here $\mathbf{U}$ is the $k \times p$ matrix with rows $\mathbf{u}_{1}^{T}, \ldots, \mathbf{u}_{k}^{T}$, so that the elements of $\boldsymbol{\gamma}=\mathbf{U} \boldsymbol{\beta}$ are a "full set" of linearly independent estimable functions of $\boldsymbol{\beta}$.

The new full-rank model is

$$
\begin{equation*}
\mathbf{y}=\mathbf{Z} \gamma+\mathbf{e} \tag{*}
\end{equation*}
$$

where $\mathbf{Z}$ is $n \times k$ of full rank, and $\mathbf{Z} \boldsymbol{\gamma}=\mathbf{X} \boldsymbol{\beta}$ (the mean under the non-full rank model is the same as under the full rank model, we've just changed the parameterization; i.e., switched from $\boldsymbol{\beta}$ to $\boldsymbol{\gamma}$.)

To find the new (full rank) model matrix $\mathbf{Z}$, note that $\mathbf{Z} \gamma=\mathbf{X} \boldsymbol{\beta}$ and $\gamma=\mathbf{U} \boldsymbol{\beta}$ for all $\boldsymbol{\beta}$ imply

$$
\begin{aligned}
\mathbf{Z} \mathbf{U} \boldsymbol{\beta}=\mathbf{X} \boldsymbol{\beta}, \quad \text { for all } \boldsymbol{\beta}, \quad & \Rightarrow \mathbf{Z U}=\mathbf{X} \\
& \Rightarrow \mathbf{Z U U}=\mathbf{X} \mathbf{U}^{T} \\
& \Rightarrow \mathbf{Z}=\mathbf{X} \mathbf{U}^{T}\left(\mathbf{\mathbf { U U } ^ { T }}\right)^{-1}
\end{aligned}
$$

- Note that $\mathbf{U}$ is of full rank, so $\left(\mathbf{U} \mathbf{U}^{T}\right)^{-1}$ exists.
- Note also that we have constructed $\mathbf{Z}$ to be of full rank:

$$
\operatorname{rank}(\mathbf{Z}) \geq \operatorname{rank}(\mathbf{Z U})=\operatorname{rank}(\mathbf{X})=k
$$

but

$$
\operatorname{rank}(\mathbf{Z}) \leq k, \quad \text { because } \mathbf{Z} \text { is } n \times k
$$

Therefore, $\operatorname{rank}(\mathbf{Z})=k$.

Example 12.5. We illustrate a reparameterization for the model $y_{i j}=\mu+\tau_{i}+$ $\varepsilon_{i j}, \quad i=1,2, \quad j=1,2$. In matrix form, the model can be written as

$$
\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\varepsilon}=\left(\begin{array}{ccc}
1 & 1 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
1 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\mu \\
\tau_{1} \\
\tau_{2}
\end{array}\right)+\left(\begin{array}{c}
\varepsilon_{11} \\
\varepsilon_{12} \\
\varepsilon_{21} \\
\varepsilon_{22}
\end{array}\right)
$$

Since $\mathbf{X}$ has rank 2, there exist two linearly independent estimable functions (see Theorem 12.2 c ). We can choose these in many ways, one of which is $\mu+\tau_{1}$ and $\mu+\tau_{2}$. Thus

To reparameterize in terms of $\boldsymbol{\gamma}$, we can use

$$
\begin{aligned}
& \boldsymbol{\gamma}=\binom{\gamma_{1}}{\gamma_{2}}=\binom{\mu+\tau_{1}}{\mu+\tau_{2}}=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\mu \\
\tau_{1} \\
\tau_{2}
\end{array}\right)=\mathbf{U} \boldsymbol{\beta} . \\
& \text { eterize in terms of } \boldsymbol{\gamma}, \text { we can use }
\end{aligned}
$$

$$
Z=\left(\begin{array}{ll}
\left(\begin{array}{ll}
1 & 0 \\
1 & 0 \\
0 & 1 \\
0 & 1
\end{array}\right), \quad \gtrless=\underbrace{1}(1))^{2})^{-1}
\end{array}\right.
$$

Since $\mathbf{X}$ has rank 2, there exist two linearly independent estimable functions (see Theorem 12.2c). We can choose these in many ways, one of which is $\mu+\tau_{1}$ and $\mu+\tau_{2}$. Thus

$$
\boldsymbol{\gamma}=\binom{\gamma_{1}}{\gamma_{2}}=\binom{\mu+\tau_{1}}{\mu+\tau_{2}}=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\mu \\
\tau_{1} \\
\tau_{2}
\end{array}\right)=\mathbf{U} \boldsymbol{\beta} .
$$

To reparameterize in terms of $\boldsymbol{\gamma}$, we can use

$$
\mathbf{Z}=\left(\begin{array}{cc}
1 & 0 \\
1 & 0 \\
0 & 1 \\
0 & 1
\end{array}\right)
$$

so that $\mathbf{Z} \boldsymbol{\alpha}=\mathbf{X} \boldsymbol{\beta}$ :

$$
\mathbf{Z} \boldsymbol{\gamma}=\left(\begin{array}{ll}
1 & 0 \\
1 & 0 \\
0 & 1 \\
0 & 1
\end{array}\right)\binom{\gamma_{1}}{\gamma_{2}}=\left(\begin{array}{l}
\gamma_{1} \\
\gamma_{1} \\
\gamma_{2} \\
\gamma_{2}
\end{array}\right)=\left(\begin{array}{l}
\mu+\tau_{1} \\
\mu+\tau_{1} \\
\mu+\tau_{2} \\
\mu+\tau_{2}
\end{array}\right) .
$$

[The matrix $\mathbf{Z}$ can also be obtained directly using (12.31).] It is easy to verify that $\mathbf{Z U}=\mathbf{X}$.

$$
\mathbf{Z} \mathbf{U}=\left(\begin{array}{ll}
1 & 0 \\
1 & 0 \\
0 & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
1 & 0 & 1
\end{array}\right)=\mathbf{X}
$$

## Side Condition

Theorem 12 .a. If $\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\varepsilon}$, where $\mathbf{X}$ is $n \times p$ of rank $k \leq p \leq n$, and if $\mathbf{T}$ is a there is a unique vector $\hat{\boldsymbol{\beta}}$ that satisfies both $\mathbf{X}^{\prime} \mathbf{X} \hat{\boldsymbol{\beta}}=\mathbf{X}^{\prime} \mathbf{y}$ and $\mathbf{T} \boldsymbol{\beta}=\mathbf{0}$. $\operatorname{ramp}(x)=k, \quad p-k$ non-esf. $\frac{p f}{n\{ }\left(\frac{p}{(x)}\right)$ is a matrix with rank= (PR) $T$ is $a$ msince each sow of $I \& R(x)$
 is we want to solve these equations:

$$
\left.\begin{array}{rl} 
& \left\{\begin{array}{l}
x^{\prime} x \beta=x^{\prime} y \\
\\
T \beta=0 \Rightarrow T^{\prime} T \beta=0
\end{array}\right. \\
\Rightarrow & \left(x^{\prime} x+T^{\prime} T\right) \beta=x^{\prime} y+0
\end{array}\right\}
$$

one versim of $\left(x^{\prime} x\right)^{-}$
$y_{i=}=u+\alpha_{i}+e$,
$\sum \alpha_{i}=0 \mathbb{L}$
Example 12.6. Consider the model $y_{i j}=\mu+\tau_{i}+\varepsilon_{i j}, i=1,2, j=1,2$ as in Example 12.5. The function $\tau_{1}+\tau_{2}$ was shown to be nonestimable in Problem 12.5 b . The side condition $\tau_{1}+\tau_{2}=0$ can be expressed as $(0,1,1) \boldsymbol{\beta}=0$, and $\mathbf{X}^{\prime} \mathbf{X}+\mathbf{T}^{\prime} \mathbf{T}$ becomes

$$
\left(\begin{array}{lll}
4 & 2 & 2 \\
2 & 2 & 0 \\
2 & 0 & 2
\end{array}\right)+\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1
\end{array}\right)=\left(\begin{array}{lll}
4 & 2 & 2 \\
2 & 3 & 1 \\
2 & 1 & 3
\end{array}\right)
$$



Then

$$
\begin{array}{ll}
X X+T^{\prime} \tau & \beta=\left(\begin{array}{l}
x \\
\tau_{1} \\
\tau_{2}
\end{array}\right), ~ \\
\left(\mathbf{X}^{\prime} \mathbf{X}+\mathbf{T}^{\prime} \mathbf{T}\right)^{-1}=\frac{1}{4}\left(\begin{array}{rrr}
2 & -1 & -1 \\
-1 & 2 & 0 \\
-1 & 0 & 2
\end{array}\right) . &
\end{array}
$$

With $\mathbf{X}^{\prime} \mathbf{y}=\left(y_{.,}, y_{1 .}, y_{2 .}\right)^{\prime}$, we obtain, by (12.37)

$$
\begin{align*}
& \begin{array}{l}
T=(0,1,1) \\
T \beta=(0,1,1) \cdot\binom{\eta_{1}}{T_{2}} \\
T=u_{1}-\frac{u_{c}+u_{2}}{2}
\end{array}  \tag{12.39}\\
& \hat{\boldsymbol{\beta}}=\left(\mathbf{X}^{\prime} \mathbf{X}+\mathbf{T}^{\prime} \mathbf{T}\right)^{-1} \mathbf{X}^{\prime} \mathbf{y} \\
& =\frac{1}{4}\left(\begin{array}{c}
2 y_{. .}-y_{1 .}-y_{2 .} \\
2 y_{1 .}-y_{. .} \\
2 y_{2 .}-y_{. .}
\end{array}\right)=\left(\begin{array}{c}
\bar{y}_{. .} \\
\bar{y}_{1 .}-\bar{y}_{. .} \\
\bar{y}_{2 .}-\bar{y}_{. .}
\end{array}\right),
\end{align*}
$$

since $y_{1 .}+y_{2 .}=y_{\text {... }}$.
We now show that $\hat{\boldsymbol{\beta}}$ in (12.39) is also a solution to the normal equations $\mathbf{X}^{\prime} \mathbf{X} \hat{\boldsymbol{\beta}}=\mathbf{X}^{\prime} \mathbf{y}$ :

$$
\begin{aligned}
\left(\begin{array}{lll}
4 & 2 & 2 \\
2 & 2 & 0 \\
2 & 0 & 2
\end{array}\right)\left(\begin{array}{c}
\bar{y}_{. .} \\
\bar{y}_{1 .}-\bar{y}_{. .} \\
\bar{y}_{2 .}-\bar{y}_{. .}
\end{array}\right) & =\left(\begin{array}{l}
y_{. .} \\
y_{1 .} \\
y_{2 .}
\end{array}\right), \quad \text { or } \\
4 \bar{y}_{. .}+2\left(\bar{y}_{1 .}-\bar{y}_{. .}\right)+2\left(\bar{y}_{2 .}-\bar{y}_{. .}\right) & =y_{. .} \\
2 \bar{y}_{. .}+2\left(\bar{y}_{1 .}-\bar{y}_{. .}\right) & =y_{1 .} \\
2 \bar{y}_{. .}+2\left(\bar{y}_{2 .}-\bar{y}_{. .}\right) & =y_{2 .}
\end{aligned}
$$

These simplify to

$$
\begin{aligned}
2 \bar{y}_{1 .}+2 \bar{y}_{2 .} & =y_{1 .} \\
2 \bar{y}_{1 .} & =y_{1 .} \\
2 \bar{y}_{2 .} & =y_{2 .}
\end{aligned}
$$

which hold because $\bar{y}_{1 .}=y_{1 .} / 2, \bar{y}_{2 .}=y_{2 .} / 2$ and $y_{1 .}+y_{2 .}=y_{\text {.. }}$.

